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a b s t r a c t

Four-wheel drive vehicles play a pivotal role in securing the last-mile distribution of goods and services
in humanitarian development programs. To optimize the use of their fleets, humanitarian organizations
recommend policies aimed at enhancing the utilization of vehicles while preserving residual value.
Although these decisions have a significant impact on cost, there is limited empirical evidence to show
that the recommended policies are actually implemented and that they produce the expected benefits.
This paper theoretically and empirically examines the complex and inter-related effects of vehicle-to-
mission allocation decisions and of alternative vehicle usage patterns on vehicle utilization and resid-
ual value in humanitarian development programs. The results suggest that humanitarian organizations
could break the utilizationeresidual value trade-off by adopting different policies than the ones currently
in place. They also reveal that organizations need to realize that what seems logical from the head-
quarters' perspective may be illogical or inconvenient for the field, and as a result, the field may do the
opposite of what is recommended or even instructed. Therefore, they either need better data and
analysis combined with audits or they need to improve mechanisms that incentivize field delegations to
follow standards recommended by the headquarters.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

In humanitarian development programs, the delivery of hu-
manitarian services to beneficiaries, known as last-mile distribu-
tion (LMD), is one of the most critical operations (Balcik et al.,
2008). The centerpiece of LMD is the vehicle, which is used to
transport food, materials, and humanitarianworkers. LMD typically
requires large and expensive fleets (Apte, 2009) whose manage-
ment presents several operational challenges: Purchasing the right
quantity of vehicles with features appropriate to the typically
substandard road networks, allocating them to different types of
missions, and reselling used vehicles before they become too old
are all important decisions that affect both LMD performance and
cost.

These challenges are further amplified by the difficult environ-
mental conditions in which humanitarian organizations (HOs)
operate and by their distinct decision-making processes. In most
HOs, fleet management policies are set centrally by the
luk.van-wassenhove@insead.
headquarters (HQ) but are implemented locally by sub-delegations
(i.e., operating units located close to beneficiaries that are directly
confronted by local problems such as civil conflicts, rugged terrain,
or a lack of infrastructure). Because HQs often have limited visibility
related to local operations, policies and vehicle allocation rules are
often set with little understanding of field issues, and may not be
followed in practice. Therefore, information asymmetries and
incentive misalignment problems induce sub-delegations to
deviate from the HQ's recommendations and policies.

HOs have an obvious interest in utilizing their vehicles as much
as possible to maximize demand coverage and the number of
missions they perform. However, as HOs resell vehicles at the end
of their operational life, overutilizing these vehicles may reduce
their recovery value and consequently reduce the budget available
for future operations, thereby indirectly affecting future service
levels. Therefore, the trade-off between utilization and residual
value is clear. The following three decisions at the core of any fleet
management policy affect the utilizationeresidual value trade-off:
(1) how to assign vehicles to different types of missions, (2) how to
modify a vehicle's utilization over its operational life (i.e., how to
identify a vehicle's optimal usage trend), and (3) when to replace a
used vehicle with a new one.

mailto:eftekhar@asu.edu
mailto:luk.van-wassenhove@insead.edu
mailto:luk.van-wassenhove@insead.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jom.2016.03.008&domain=pdf
www.sciencedirect.com/science/journal/02726963
www.elsevier.com/locate/jom
http://dx.doi.org/10.1016/j.jom.2016.03.008
http://dx.doi.org/10.1016/j.jom.2016.03.008
http://dx.doi.org/10.1016/j.jom.2016.03.008


M. Eftekhar, L.N. Van Wassenhove / Journal of Operations Management 44 (2016) 1e122
HQs typically recommend policies based on their a priori esti-
mate of the presumed effect of the different operational decisions
on vehicle utilization and residual value, often under the assump-
tion that these objectives cannot be attained together. However, to
implement policies that enable HOs to achieve both goals, they
need to understand the causes of the loss of vehicles' resale value
and the parameters that affect the utilization of vehicles during
their life cycle. To the best of our knowledge, there is a surprising
lack of empirical research that examines the mechanisms through
which operational decisions affect the utilization and the residual
value of vehicles and validates these policies. Moreover, there is
insufficient evidence to show that the policies are actually imple-
mented. The present paper, which is one of the first attempts to
conduct a rigorous empirical analysis of fleet management pro-
cesses at the field level, aims to fill this research void.

In this paper, we quantify the specific impact of operational
decisions on utilization and residual value to identify why and
where trade-offs originate. We address these questions empirically
by analyzing the fleet management operations from 2000 to 2014
of one of the largest international HOs in four countries represen-
tative of its operational environment. We first examine the allo-
cation rules used to assign vehicles to missions and analyze the
impact of different types of missions on residual value. In addition,
we consider the impact of different usage trends on vehicle utili-
zation, accident rate, and residual value. Furthermore, we analyze
whether the standard vehicle replacement policy recommended by
most HOs is effective and comprehensive. Finally, our analysis
clarifies the nature of utilizationeresidual value trade-off and ex-
amines its root causes.

This study makes several contributions to the humanitarian
operations literature. First, it challenges the validity of the policies
currently in place in many organizations. The results provide evi-
dence of counterintuitive allocation rules and demonstrate that the
vehicle usage policy recommended by HQs is not properly followed
by sub-delegations. Moreover, they reveal that organizations need
to realize that what seems logical from the HQ's perspectivemay be
illogical or inconvenient for the field, and as a result, the field may
do the opposite of what is recommended or even instructed.
Therefore, they either need better data and analysis combined with
audits or they need to improve mechanisms that incentivize field
delegations to follow standards recommended by the HQ. Finally,
the paper brings the trade-off perspective into the humanitarian
context. While trade-offs between competitive priorities have been
extensively analyzed for manufacturing and service operations,
their role in the humanitarian framework is still not fully under-
stood. This paper reveals that humanitarian vehicles are also sub-
ject to the utilizationeresidual value trade-off, but only when they
are kept in the fleet for a long time, regardless of their cumulative
mileage. This implies that well-designed fleet management policies
that intensively utilize new vehicles can help HOs to avoid trade-
offs, whereas the common practice of adopting a decreasing us-
age trend as the vehicle ages does not have a positive impact on
utilization, nor does it preserve residual value.

The rest of the paper is organized as follows: In x2, we review
the relevant literature on humanitarian fleet management. In x3,
we develop testable hypotheses, while in x4, we describe the
methodology, including the data collection process and the
econometric model employed. Furthermore, x5 presents the results
and some managerial insights, and finally, x6 explains the limita-
tions of this study and suggests avenues for further research.

2. Literature review

In recent years, humanitarian logistics has generated consider-
able interest in the MS/OR research community. Many
humanitarian scholars have focused on LMD in particular due to its
complexity and potential impact on beneficiaries (Whiting and
Ayala-Ostrom, 2009). Attention has been dedicated to questions
at the strategic level, for example, by studying facility location and
resource allocation problems (Barbarosoglu et al., 2002; Balcik and
Beamon, 2008); at the tactical level, for example, by addressing
delivery and distribution questions (Tzeng et al., 2007; Balcik et al.,
2008; Kula et al., 2012; McCoy and Lee, 2014); and at the opera-
tional level, for example, by focusing on emergency response and
operations scheduling (Simpson, 2006; Ingolfsson et al., 2008). The
literature, however, has predominantly emphasized on relief op-
erations (Malini et al., 2009).

Specifically considering the nascent, but steadily growing,
literature on development programs, fleet management problems
have received comparatively less attention. In this domain, de-
cisions involve two general areas, as follows: “procurement” (e.g.,
determining fleet size) and “fleet management at the field level”
(e.g., optimizing the use of vehicles after they have been pur-
chased). Procurement problems have attracted a few recent studies.
For example, Besiou et al. (2014) examine the relationship between
the HOs' mandate and different fleet management structures (i.e.,
centralized, hybrid, and decentralized) to identify the structure that
maximizes procurement effectiveness. Fleet sizing decisions for
development programs have been considered both at the macro-
and micro-level. At a macro-level and focusing on a centralized
procurement model, Eftekhar et al. (2014) propose an optimal fleet
vehicle procurement policy. Combining empirical analysis and
analytical modeling, they study how to efficiently build fleet ca-
pacity over time for different demand requirements in the absence
of detailed data. At a micro-level, Pedraza Martinez and Van
Wassenhove (2013) determine an optimal vehicle replacement
policy that minimizes HOs' fleet costs. In the first stage, they
conduct an empirical study to identify the main drivers of vehicles'
maintenance cost and residual value. Accordingly, they develop a
dynamic programing model to determine the optimal policy.
Pedraza Martinez et al. (2011) use a case-based approach to study
field vehicle fleet management in four large HOs. They explain how
HOs manage their vehicle fleets and depict the key elements that
affect the objectives of HOs' field fleet management.

Although fleet management at the field level contributes to 50%
of total fleet costs (Pedraza Martinez et al., 2011), the academic
literature has so far offered limited guidance to HOs willing to
optimize their fleet management at this level. By the same token,
most research articles in humanitarian operations have taken a
modeling approach, whereas empirical research is still scant (Altay
and Green, 2006; Simpson and Hancock, 2009), primarily because
of the difficulty in gathering reliable field data from sub-
delegations; thus, it should be further developed, at least to vali-
date the normative prescriptions from analytical models.

The contributions of this paper are twofold. First, it considers
vehicle-to-mission assignment policy, vehicle usage patterns, and
vehicle utilizationeresidual value trade-off, which have not been
studied in the context of humanitarian logistics. Second, it provides
a comprehensive empirical analysis of fleet performance, produc-
ing robust estimates of the variables influencing vehicle utilization
and residual value. As most of the modeling papers in this area
assume ad hoc values for critical variables, the results of this study
can be successfully used to prime and validate these models. In
addition, given the need for standardization in the humanitarian
sector, the results of this study can shed further light on how ve-
hicles should be effectively and efficiently utilized in the field.

It is worth noting that in transportation and economic literature,
there are empirical studies that consider vehicle utilization and
residual value. The drivers of vehicle utilizationeoften defined as
“total miles driven”eare considered in Dargay (1997), Golob (1998),
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and Fang (2008). Estimation of the residual value of a vehicle at the
end of its operational life is discussed in Alberini et al. (1995, 1998)
and Engers et al. (2009). For instance, Engers et al. (2009) analyze
whether the benefits from owning a vehicleemeasured by total
distance traveledeexplains the price decline observed over the
vehicle life. They show that the impact of vehicle age on annual
distance traveled andmarket value depends on the user profile and
the composition of the vehicle stock. Finally, Brosh et al. (1975),
Engers et al. (2004), and Peck et al. (2015) discuss the relation-
ship between maintenance costs and failure rate with vehicle age
and mileage. Nevertheless, this study exhibits fundamental differ-
ences from the aforementioned literature. First, the context is
clearly different, such that model specifications must include
covariates specific to the humanitarian sector. The second differ-
ence underlies our econometric models. It is necessary to explicitly
account for some endogeneity problems arising from the peculiar
decision-making process in the humanitarian setting. Finally, tak-
ing the above elements explicitly into account, the paper contrib-
utes to the ongoing debate on the efficiencyeservice trade-off in
the service operations management literature (Lapre and Scudder,
2004; Frei, 2006). We demonstrate that, in the context of our
study, an efficiencyeservice trade-off is not unavoidable. We shed
light on the factors that create this trade-off and suggest that, in
some situations, organizations might be able to break the trade-off
by adopting appropriate fleet management policies.

3. Theoretical framework and hypotheses

Due to the lack of papers related to our research questions,
following Flynn et al. (1990) and Fisher (2007), we use either the
literature of humanitarian or commercial fleet management com-
bined with interviews with practitioners to develop our hypothe-
ses. Hence, we first illustrate different components of a fleet
management policy by referring to the operations of one of the
largest international HOs, hereafter referred to as HumOrg for
confidentiality reasons.

HumOrg's fleet management structure is centralized, in which
the HQ procure vehicles for sub-delegations along with standards
on how to effectively and efficiently utilize, maintain and replace
vehicles. Vehicles are supposed to receive regular preventive
maintenance in HumOrg's workshops in the field. However, sub-
delegations may obey or ignore HQs' recommended policies.
Similar towhat we observed at most HOs, in HumOrg, used vehicles
are subdivided into three groups, as follows: (1) vehicles not in
working condition that are disposed of; (2) vehicles no longer
appropriate for the organization's operations and that may not be
interesting for the local market, which are donated to other orga-
nizations; and (3) vehicles in working condition that are no longer
appropriate for the organization's operations. Often, these are sold
in the local second-handmarket. HumOrg sells these vehicles in the
capital city of its country of operations through an open auction,
where buyers know what the vehicle had been used for, that is,
mission type, as well as its maintenance and accident history.
Similar to most auctions, in HumOrg's auction, buyers are not
allowed to take vehicles for a test drive before placing a bid.
Therefore, the buyer makes a decision based on information that
HumOrg shares.

Usually, a durable good, such as vehicle, provides productive
services over multiple time periods. As it deteriorates with use and
eventually wears out, the consumer prefers to exchange it well
before the end of its operational life cycle (Rust, 1985). The residual
value of humanitarian vehicles drops sharply with use and time,
mainly because they are used intensively on poor roads or in off-
road conditions and because the price of second-hand vehicles
falls abruptly when a brand new vehicle becomes available on the
market. Because some of the used vehicles are sold, limiting the
rate at which they lose residual value is a goal for HOs. To that end,
the standard replacement policies recommended bymost HOs such
as the International Committee of the Red Cross (ICRC), the Inter-
national Federation of Red Cross and Red Crescent Societies (IFRC),
or the United Nations High Commissioner for Refugees (UNHCR)
require the replacement of vehicles after 5 years or 150,000 km,
whichever comes first.
3.1. Vehicle-to-mission allocation

At the sub-delegation level, demand for transportation services
originates from two types of missions, namely heavy-dutymissions
(i.e., long-distance field trips in limited access areas) and light-duty
missions (i.e., shorter journeys usually carried out to perform
administrative tasks within cities). Similarly, HOs use two types of
vehicles in the fielde“normal” vehicles and “specially equipped”
vehicles. Normal vehicles are ordinary Land Cruisers equipped with
electronic devices. Specially equipped vehicles are Land Cruisers
with a stronger suspension, stronger bumpers and more electronic
devices than normal vehicles. These vehicles are more resilient in
rough terrain, safer in case of accident, and about US$ 4200 more
expensive than normal vehicles.

In the humanitarian sector, vehicle reliability is a high priority of
managers. Consequences of poor-quality infrastructure in which
vehicles are used manifest in high failure rates that, for humani-
tarian workers, can range from minor inconvenience to life-
threatening conditions in conflict zones. Given the potential
impact of vehicle failures, most HOs recommend using specially
equipped vehicles for heavy-duty missions within the first 2 years
of their operational life (Stapleton et al., 2008) or before their
odometer reaches 60,000 km (Herrmann, 2006) and assigning
them to light-duty missions afterward. They also purchase normal
vehicles to run light-duty missions. Likewise, HumOrg recom-
mends that only new specially equipped vehicles be assigned to
field trips, while it recommends using old and normal vehicles for
administrative purposes in safer zones. Despite this recommen-
dation, we realized sub-delegations assigning vehicles either to
heavy-duty or to light-duty missions at the beginning of their
operational life and never switching them thereafter. Therefore, it is
reasonable to assume that if delegations do not change allocations
over time, they should assign specially equipped vehicles to heavy-
duty missions. Bearing this in mind, we formally propose the
following:

Hypothesis 1. In the context of humanitarian fleet management,
there is alignment in the assignment of vehicles to missions: specially
equipped vehicles are assigned to heavy-duty missions more often
than to light-duty missions, while normal vehicles are assigned to
light-duty missions more often than to heavy-duty missions.

The different missions undertaken by HOs affect residual value
to different degrees. There are two rationales for expecting such a
relationship. First, heavy-duty missions are often long-distance
field trips that increase vehicle usage in a short period. Several
economic studies have demonstrated that assets used intensively
lose value more rapidly (Bischoff and Kokkelenberg, 1987). In
addition, in a recent study on personal vehicles used in the state of
Pennsylvania, Peck et al. (2015) show that vehicle failure rates and
depreciation in rural and urban areas are consistent, albeit it is
slightly higher for vehicles used in rural regions. Second, humani-
tarian development programs are usually conducted in poor
economies where the quality difference between rural roads and
urban streets is enormous. As vehicles assigned to heavy-duty
missions are used more intensively and in more difficult and
craggier terrains than vehicles assigned to light-duty missions, it is
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reasonable to assume that heavy-duty missions will reduce the
residual value of vehicles more significantly than light-duty mis-
sions. On the other hand, Hypothesis 1 implies that only more
resilient vehicles are assigned to heavy-duty missions. Studies have
shown that price decline is steeper for less reliable cars (Hendel and
Lizzeri, 1999). If this is the case, the negative impact of heavy-duty
missions on residual value may be attenuated. We maintain that
after taking this endogeneity into account, the effect of the former
mechanism prevails. Consequently, we suggest the following:

Hypothesis 2. Controlling for vehicle model, accident history, age,
and total mileage, heavy-duty humanitarian missions have a more
negative impact on a vehicle's residual value than light-duty missions.
3.2. Effect of the usage trend

The next set of hypotheses considers the effect of the second
component of a vehicle usage policy, namely the vehicle usage
trend. Whereas utilization refers to how intensively a vehicle is
used throughout its operational life, on average, the term usage
trend reflects how the utilization of the vehicle changes over time
(Golob, 1998). A vehicle is said to display a decreasing usage trend if
its monthly distance traveled decreases with its age and a non-
decreasing usage trend otherwise. HumOrg HQ recommends a
decreasing usage trend, that is, using a vehicle intensively at the
beginning of its operational life cycle and less intensively when it
gets older (see, for example, Eftekhar et al., 2014). Although this
recommendation is mainly driven by safety concerns, its impact on
vehicle residual value and utilization is unclear.

There are opposing, yet equally valid, arguments to estimate
how the usage trend will affect residual value. On one hand, in the
view of HOs, a vehicle with high total mileage has a higher prob-
ability of failing during a field mission, thereby putting humani-
tarian workers in danger. This is aligned with Pedraza Martinez
et al. (2011) and Peck et al. (2015), who demonstrate that vehicle
mileage may be the best predictor of failure rate.1 Peck et al. (2015)
also show that failure rate increases almost linearly during the first
4 years and 80,000 km. It then rises with a decreasing pace until it
reaches a threshold, after which it remains constant. By the same
token, high-mileage vehicles are expected to have a high risk of
accident, which eventually increases price decline.2 Similar to HOs'
assumption, Peck et al. (2015) describe that even old vehicles that
are less intensively used fail less often. In addition, if all vehicles
receive similar preventive maintenance,3 the residual value is ex-
pected to be higher for vehicles that display a decreasing usage
trend.

In contrast, some researchers have suggested that the relation-
ship between vehicle failure rate and age/mileage are best
described by “bathtub curves” (Mudholkar et al., 1995; Nowlan and
Heap, 1978, p. 46), starting with an infant mortality periodevehicle
initial mileagesewhere the failure rate is high; then normal life,
when the failure rate is constant and low; and finally, the end of life
wear-out period,4 when the risk of vehicle failures jumps suddenly.
Accordingly, assuming that vehicles will be replaced in accordance
with HumOrg's standard replacement policy, a decreasing usage
trend does not affect the rate of accident and safety of humanitarian
1 Although Peck et al. (2015) illustrate that the failure rate depends on both
vehicle age and mileage, they indicate that vehicle mileage might be a better
predictor.

2 Similarly, economists believe that durable goods are effectively different goods
over time as they are usually subject to gradual deterioration with use (Rust, 1985).

3 Usually every 3 months or 15,000 km (Stapleton et al., 2008).
4 After 150,000 km for normal vehicles and above 200,000 km for specially

equipped vehicles.
workers. Second, Engers et al. (2004, 2009) indicate that a
decreasing usage trendmight explain declines in price as a car ages.

The impact of usage trend on total mileage has been studied for
household vehicles. For instance, Engers et al. (2009) explain that a
decreasing usage trend might allow the vehicle to be a longer time,
which eventually increases the vehicle's total miles traveled.
However, we argue that the impact of such a policy depends on
whether a vehicle is used for heavy-duty or light-duty missions.
Recall that for a given average monthly distance traveled by a
vehicle over its operational life, a decreasing usage trend implies
covering above-average distances in the early phase of the vehicle's
life and below-average distances in the later phase. Recall also that
field missions are usually longer and have more variability than
light-duty trips. For vehicles assigned to heavy-duty missions, the
capacity lost by not using the vehicle intensively enough in the
early phases of its operational life cannot be regained by using it
more intensively at the end of its life. The above-mentioned safety
considerations (i.e., HOs believe that the likelihood of failure in-
creases over vehicle total mileage), unplanned maintenance in-
terventions (which become more frequent as the vehicle ages), and
the higher variability of demand for heavy-duty missions may
prevent sub-delegations from using old vehicles for field trips even
if they had originally planned to do so. In other words, a decreasing
usage trend fits well with vehicle mileage capacity and the chance
of failure. This is aligned with Rust (1985) who emphasizes that
durables usually provide decreasing levels of service and/or impose
increasing operating costs as the asset's condition deteriorates.
Nevertheless, due to two reasons, this logic may not be applicable
for vehicles that are used for light-duty missions: these missions
are usually short distance trips and in safer zones that HOs have less
safety concerns. Therefore, using vehicles assigned to heavy-duty
missions according to a non-decreasing trend may result in lower
utilization levels. Conversely, if a vehicle assigned to light-duty
missions is used according to a decreasing trend, there might not
be enough demand for city trips to generate above-average utili-
zation levels in the early phase of its life. Thus, we expect vehicles
assigned to light-duty missions to display higher utilization levels
when their usage trend is non-decreasing. In summary, we propose
the following:

Hypothesis 3a. In a humanitarian setting, controlling for vehicle
model, age, total mileage, mission type, accident history, and the
impact of the local market, a decreasing usage trend positively affects
vehicle residual value.

Hypothesis 3b. In a humanitarian setting, controlling for the level of
conflict in each area, frequency of vehicle maintenance, accident his-
tory, and the quality of infrastructure, the impact of a decreasing usage
trend on vehicle utilization is higher for vehicles used in heavy-duty
missions than for vehicles used in light-duty missions.
3.3. The trade-off between utilization and residual value

The operations strategy literature has long emphasized the ex-
istence of trade-offs among competitive priorities such as cost and
service (Frei, 2006; Lapre and Scudder, 2004). Evidence of such a
trade-off is also found in the humanitarian operations context
(Pedraza Martinez and VanWassenhove, 2013), where high service
levels are usually associated with heavily utilized vehicles; greater
utilizationmeans that vehicles are drivenmore often and for longer
distances, thereby performing more missions. However, higher
vehicle utilization can only be achieved at the expense of greater
losses in residual value. Because residual value is a decreasing
function of a vehicle's total mileage (Pedraza Martinez and Van
Wassenhove, 2013), the trade-off view implies that increasing



Fig. 1. Average fleet utilization vs. average residual values at HumOrg sub-delegations.

5 The residual value of about 55 vehicles that were donated, stolen, or hijacked
was reported as zero.
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utilization will negatively affect residual value. Other consider-
ations, however, cast doubt on the pervasiveness of the uti-
lizationeresidual value trade-off in humanitarian operations, and
suggest that the mechanisms driving it can be more nuanced than
hypothesized. Fig. 1 displays the average vehicle utilization and the
average vehicle residual value of a sub-sample of our dataset,
namely 21 HumOrg sub-delegations whose fleets included at least
four vehicles in all periods between 2000 and 2010. The figure
suggests that some sub-delegations are not subject to trade-offs:
On average, they achieve higher vehicle utilization and sell their
used vehicles at a higher price than others. For example, the
average residual value of vehicles at Mazar-i-Sharif (MAZ) is almost
the same as in Kabul (KAB), but higher than in Herat (HER). At the
same time, vehicle utilization at MAZ is higher than KAB and both
are higher than at HER. As these three sub-delegations are located
in the same country, Afghanistan, and their vehicles receive similar
preventive maintenance services, the comparison raises the ques-
tion of whether these differences occur randomly, are due to some
contingency factors, or are caused by differences in the fleet man-
agement policies adopted at the local level. If the last possibility is
the case, Fig. 1 suggests that in some cases an appropriate usage
policy can both increase vehicle utilization and maximize residual
value.

For vehicles subsequently sold and used for commercial pur-
poses, the loss of residual value is primarily driven by the buyer's
expectations about the vehicle's future ability to do work and the
expected cost of preserving that ability over time (e.g., through
maintenance). Both factors are directly linked to the vehicle's ex-
pected failure rate because more frequent failures imply not only
costly repairs, but also, an opportunity cost for the time forfeited in
not being able to use the vehicle. If failure rates are directly related
to the vehicle mileage or age (Peck et al., 2015), and if potential
buyers have full information about these parameters, then further
utilizing a vehicle or keeping it in the fleet longer is expected to
decrease its residual market value (i.e., one is likely to observe a
trade-off between utilization and residual value). Conversely, if
failure rates follow the bathtub curve (Mudholkar et al., 1995), one
should not observe such a trade-off unless the vehicle reaches a
critical odometer or age threshold where the failure rate starts to
increase. Therefore, unless vehicles are replaced before they reach
any of these thresholds, the probability of observing a trade-off
should increase with an increase in vehicle age or total mileage,
as formally stated in the following:

Hypothesis 4a. There is a trade-off between vehicle utilization and
residual value: Increasing the utilization of a vehicle decreases its re-
sidual value.

Hypothesis 4b. Controlling for variations in vehicle usage, mission
type, and accident history, the probability of observing a uti-
lizationeresidual value trade-off increases with an increase in vehicle
age and mileage.
4. Methodology

4.1. Research database

The main source of data in this study is archival data from
HumOrg HQ, which provided us four different datasets, containing
more than 101,000 observations overall. The data comprised rele-
vant information on vehicle fleets in the four countries where
HumOrg had its largest fleets from 2000 to 2014, namely
Afghanistan, Ethiopia, Georgia, and Sudan. The information in-
cludes vehicle ID code, model, country of operation and sub-
delegation (i.e., city) where the vehicle was used, mission type,
time window (i.e., period in months), distance traveled in each
period, date of purchase, cumulative odometer since purchase,
sold/disposal date, sold price, age of vehicle in months, date and
time of accident, and date and time of maintenance. After merging
these datasets, we built a new unbalanced panel dataset containing
information on 927 vehicles. We restricted our analysis to those
vehicles that were not donated, stolen, or hijacked.5 The final
dataset, after removing outliers, includes 827 vehicles, of which
296 were in Afghanistan, 154 in Ethiopia, 154 in Georgia, and 223 in
Sudan. To measure some proxies such as usage trend, we only
focused on those vehicles whose number of observations covered
at least 12 consecutive periods (or months). The observation period
covered either the entire operational life cycle of a vehicle or a large
proportion of it.

To estimate the characteristics of the operational conditions in
which vehicles were used (our control variables), we com-
plemented our dataset with some public data available on the
World Bank and International Crisis Group (ICG) websites. The
related variables and the method of estimating them are covered in
the next subsections.



7 We also used percentage of paved roads as the second proxy. However, as the
results were consistent with LPI, we only report the results from the LPI.

8 Unfortunately, data are only available from August 2003.
9 It is always preferred to measure a control variable similar to the way it has

been measured in related studies (Becker, 2005). While conducting this study, the
only method that we could benefit from was Pedraza Martinez and Van
Wassenhove (2013). Yet, to make sure that this is a reliable variable (and its
measurement method is valid), we took further steps: For a sub-sample of about
300 vehicles, we estimated Confi using three-unit, two-unit, and one-unit change.
As results were consistent, we assume that this measure is fairly robust. Then,
following Becker (2005) and Spector and Brannick (2011), we consider the corre-
lations between Confi and each of the dependent variables (i.e., TMi and Uvari).
Correlations were significant and fairly large (see Table 2), though the ones ob-
tained from using a one-unit change in conflict level were slightly larger than the
two others. Finally, we compared the results of a restricted model (i.e., without

M. Eftekhar, L.N. Van Wassenhove / Journal of Operations Management 44 (2016) 1e126
4.2. Operational measures

We define two dependent variables, namely vehicle utilization
and vehicle resale value. Vehicle utilization has been defined either
as total mileage driven or miles upon sale (Golob, 1998; Conlon
et al., 2001; Fang, 2008; Peck et al., 2015) or kilometers driven in
a certain period of time (Dargay, 1997; Engers et al., 2009). We built
on these definitions and operationalized the utilization of vehicle i
as its total mileage upon sale, denoting this as TMi. Assuming that
field manager assigns optimal load to vehicles, this is a convenient
measure of fleet performance in the humanitarian sector as well.
Also, fleet performance is a major component of the performance of
LMD. Therefore, as there is no monetary flow from beneficiaries to
HOs, and as the former cannot file formal complaints, if benefi-
ciaries receive poor service (Oloruntoba and Gray, 2009), vehicle
utilization becomes a viable alternative to assess LMD effectiveness
because it is directly related to the number of missions completed.
The second dependent variable, vehicle resale value, was oper-
ationalized as the percentage of vehicle price decline, denoted by
PPDi. We could simply use the resale value of used vehicles. How-
ever, as vehicle resale value depends on the initial price, it may not
be an effective proxy to examine vehicles' depreciation when the
dataset contains vehicles with different initial prices.

Explanatory variables include mission type and usage trend. To
capture differences inmission type, we created the dummy variable
Missioni, which was set to 1 if vehicles were assigned to heavy-duty
missions and to 0 otherwise. To measure usage trend, Utrendi, for
each vehicle, we regressed themonthly distance traveled against its
age. If the estimated coefficient was negative and significant, we set
Utrendi to 1, while we set Utrendi to 0 otherwise. Interestingly, all
vehicles with decreasing usage trends had large negative slopes.

The first set of control variables pertains to vehicle character-
istics. The dummy variable Modeli accounted for the suitability of a
vehicle for specific types of missions. It was set to 1 if vehicles were
specially equipped and to 0 otherwise. Considering different
models from a wide range of vehicle brands, Engers et al. (2009)
argue that, unless they are very radical, it is unlikely that obsoles-
cence effects can explain the magnitude of price decline. Besides,
and given that all vehicles in our dataset are the basic Land
Cruisers,6 we only distinguish between normal and specially
equipped Land Cruisers and disregard any new model that was
introduced to the global market during the observation period. In
addition, we controlled for vehicle age, Agei. The frequency of
maintenance, FreqMnti, and accident history, Accidi, of each vehicle
were also expected to affect both utilization and resale value.
FreqMnti was measured by the number of times that vehicle i was
sent toworkshop for preventive or major maintenance. This did not
include repair services required due to accident. To control for ac-
cident history, we counted the number accidents inwhich a vehicle
had been involved upon sale. Moreover, we controlled for the effect
of individual vehicle usage variation in our model, indicated by
Uvari. Usage variation was measured through the standard devia-
tion of the monthly distance traveled during a vehicle's operational
life. We used the standard deviation, a measure of absolute vari-
ability, over other measures of relative variability such as the co-
efficient of variation because the latter could create endogeneity
problems with our utilization proxy. Individual vehicles' usage
variation may also be affected by aggregated demand variation and
some other environmental factors such as quality of infrastructure
and level of conflicts. Therefore, we consider a second set of control
variables.

Demand variation is assumed to exert a negative influence on
6 The basic HZJ model.
fleet performance (Pedraza Martinez et al., 2011). For each vehicle i
belonging to sub-delegation, j we calculated Dvari, the standard
deviation of average demand at sub-delegation j over the periods in
which vehicle i was active. To calculate Dvari, we computed the
total transportation demand Dijt as the sum of the actual distance
traveled by each vehicle at each sub-delegation in each period in
which vehicle i was active. Dijt was then divided by the fleet size in
period t to compute the average per-vehicle demand in that period,
Dijt . Finally, we computed the standard deviation of Dijt , t ¼ {1,…,Ti}
during the observation periods of vehicle i and denoted this by
Dvari.

Last, we had to control for several exogenous variables reflecting
the vehicles' operational environment, as well as their technical
characteristics. The quality of infrastructure, particularly roads, may
affect frequency of maintenance and the probability of accident. It
is likely that this influences resale value, because vehicles used in
rougher terrain wear out more quickly. It also affects utilization
because vehicles used in more difficult environments require more
maintenance and are less frequently available to undertake mis-
sions. Finally, the quality of infrastructure also indirectly affects
usage variation. Whereas in a country with good roads, fleet
managers have flexibility in the choice of vehicles, in countries or
regions without roads or with only badly maintained roads, man-
agers are forced to use specially equipped vehicles. The quality of
infrastructure in the country of operations was accounted for
through the logistics performance indicator (LPI) of the country of
operations, obtained from the World Bank database. We calculated
the average LPI for each individual vehicle, denoted by Qinfi, as the
LPI of the country of operations during the period inwhich vehicle i
was active in the fleet.7

The level of conflict in the country of operations affects aggre-
gate demand because when violence reaches a critical level, HOs
may decrease their activities and eventually pull out of the country.
This negatively affects fleet performance and increases operating
costs (Tomasini and Van Wassenhove, 2009; Pedraza Martinez
et al., 2011). Following Pedraza Martinez and Van Wassenhove
(2013), we examined reports by the ICG, which has monitored
conflict levels in all countries from August 2003 onward.8 The ICG
reports the conflict situation in all countries and determines
whether the conflict level has significantly worsened, improved, or
remained unchanged. For each country, we assumed a reference
conflict level as of August 2003. If the ICG's monthly report indi-
cated a higher (lower) conflict level, we increased (decreased) the
indicator by one unit. Confi represents the average level of conflict
in the country of operations during the periods in which vehicle i
was used.9 Fig. 2 displays the evaluation of the level of conflict in
each country over the observation period. Finally, to control for the
Confi), and unrestricted model (i.e., with Confi). Given that the result changed, we
kept Confi and trusted the way it was measured. It is certainly worth noting that a
more solid measure to estimate variables such as the level of conflict would be very
beneficial for related studies in humanitarian area.



Fig. 2. Level of conflict in the countries of operations 2003e2014.

Table 1
Descriptive statistics.

Notation Variable Obs. Mean Std Dev Min Max

TMi Total odometer (km) 827 103436.60 63147.94 10045.00 304916.00
RVi Residual value (CHF*) 827 8564.21 7987.27 0.00 31842.00
Uvari Usage variation 446 923.58 670.54 0.00 6488.51
Dvarij Average demand variation 445 664.04 763.32 89.07 3952.49
Agei Sold age (months) 813 79.91 23.53 16.00 178.00
PPDi Percentage of price decline 827 72.78 25.24 0.18 100.00
FreqMnti Frequency of maintenance 383 16.73 12.44 1.00 70.00
Confi Average Conflict 449 31.19 11.51 12.13 51.00
Accidi No. of accidents 827 0.29 0.94 0.00 8.00
Qinfi Quality of infrastructure 827 1.88 0.31 1.65 2.51
Utrendi Usage trend 426 0.29 0.45 0.00 1.00
Missioni Mission type 521 0.70 0.45 0.00 1.00
Modeli Vehicle model 819 0.90 0.29 0.00 1.00

*Swiss Franc.
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impact of local market on vehicle residual value, we considered the
country of operations where vehicle i was sold, Cnti.10 Table 1
summarizes the notations and presents descriptive statistics
while, Table 2 shows correlations between variables.
4.3. Econometric analysis

Given the nature of the dependent variables and the proxies
used to evaluate vehicle usage policies, we had to convert our un-
balanced panel data into a cross sectional format. Hypothesis
1ealignment of models and missionse was tested by estimating
Eq. (1). As less reliable vehicles are less likely to be used for field
missions require maintenance services more frequently, if assigned
to heavy-duty missions, we control for vehicle repair history. Mis-
sioni is a binary variable; hence Eq. (1) was estimated through a
probit model:
10 Due to two reasons, we do not incorporate a dummy variable for each dele-
gation: First, we do not have detail information, such as the level of conflict and
quality of infrastructure, at delegation level, though this information is available at
country level. Second, we do not have solid reasons why delegations might have
specific impact on vehicle price decline and utilization that is not captured by
country-dummy variables. Therefore, we decided to take a more conservative
approach and follow Spector and Brannick (2011) who advise against adding a new
control variable “just because it might affect the variable of interest”.
Missioni ¼ h0 þ h1FreqMnti þ h2Modeli þ ui1: (1)

To test the hypotheses pertaining to the effect on residual value
(2, 3a and 4a), we had to estimate Eq. (2). There are two econo-
metric issues with this model. The first challenge is the presence of
selection bias. If, as hypothesized, specially equipped vehicles are
assigned to heavy-duty missions, the true impact of mission type
on residual value may be underestimated. Theoretically, heavy-
duty missions should cause a greater loss of residual value than
light-duty ones. However, specially equipped vehicles are alsomore
resilient and should be less affected by intensive use than normal
vehicles. If specially equipped vehicles are mostly assigned to
heavy-duty missions, the latter effect may reduce the influence of
the former. As a consequence, an Ordinary Least Squares (OLS)
estimation of the effect of mission type on residual value may
produce biased estimates. To circumvent this challenge, we
employed a two-stage approach. First, we used model (1) to esti-
mate Confi (i.e., the fitted value ofMissioni) using a probit regression
on (1). Then, we estimated (2) after replacingMissioniwith its fitted
value TMi from Eq. (1). Such a two-stage approach provides a quasi-
natural experiment and mimics a random vehicle-to-mission
assignment (Singh KC and Terwiesch, 2011). However, the results
of this procedure and a more thorough examination of the HumOrg
decision-making processes suggested that the endogeneity bias
was not as severe as expected. The results show that neither the



Table 2
Correlations.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

TMi (1) 1.00
Uvari (2) 0.28*** 1.00
Dvari (3) �0.00 0.14** 1.00
Agei (4) 0.52*** �0.01 0.20*** 1.00
PPDi (5) �0.13*** �0.37*** 0.02 0.12** 1.00
FreqMnti (6) 0.27*** 0.05 �0.09* 0.39*** 0.19*** 1.00
Confi (7) �0.67*** �0.38*** �0.12** �0.39*** 0.54*** �0.18** 1.00
Accidi (8) �0.14*** �0.10** �0.15*** �0.11*** 0.18*** 0.47*** 0.26*** 1.00
Qinfi (9) 0.52*** 0.17*** �0.03 0.09** �0.22*** 0.14** �0.72*** �0.09** 1.00
Utrendi (10) 0.02 �0.12** 0.03 0.19*** 0.16*** �0.02 0.14** �0.03 �0.22*** 1.00
Missioni (11) 0.04 �0.02 �0.50*** �0.07* 0.01 0.22*** 0.04 0.13*** �0.04 �0.08* 1.00
Modeli (12) �0.07** 0.09** 0.11** �0.11*** 0.03 �0.05 �0.03 �0.08** �0.06** �0.01 �0.15*** 1.00

Note: *10%, **5%, and ***1% statistical significance.
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parameter estimates nor the model fit are affected much when
using the two-stage approach, indicating that managers do not
follow the hypothesized vehicle-to-mission allocation procedure
that would create endogeneity problems. We further discussed this
point with HumOrg. A potential endogeneity problemwould occur
when a rational and forward-looking manager would take the ex-
pected future loss of residual value into consideration when
assigning vehicles to missions. However, this does not seem to be
the case at HumOrg because the decision maker who assigns ve-
hicles to missions is not the same personwho sells used vehicles on
the second-hand market, and she does not take residual value into
account when making allocation decisions. Rather, these decisions
are made by different individuals who do not coordinate and do not
have aligned incentives11:

PPDi ¼ a0 þ a1TMi þ a2Agei þ a3Modeli þ a4Accidi þ a5Utrendi
þ a6Missioni þ a7Sudanþ a8Ethiopiaþ a9Georgia

þ ui2:

(2)

The second econometric issue with Eq. (2), which could also
cause a bias in the estimates, involves the relations between some
independent variables. For example, vehicle total mileage might
depend on mission type and maintenance history. Similarly, the
chance of accident may be lower for vehicles with a decreasing
usage trend. Accordingly, each of these variables should be speci-
fied through a separate equation. Although a simple OLS regression
on each of these variables will provide insight into the influence of
each factor on regressands (i.e., utilization and price decline), it may
not capture the indirect links between these factors. Therefore, it is
likely that the error terms of these equations will be correlated. In
this situation, we use the Seemingly Unrelated Regression (SUR)
method, which assumes error terms are correlated across equations
(Greene, 2012, p. 292e293).12 In this method, an independent
11 We also note that, given the small correlation between mission type and vehicle
model (�0.15), Modeli is not an ideal instrument. In such a case, OLS provides
unbiased results. Our approach is supported by a recent contribution by Larcker and
Rusticus (2010) demonstrating that when the instrument is only weakly correlated
with the regressor and the instrumental variable (IV) is even slightly endogenous,
IV methods can produce highly biased estimates and more likely provide incorrect
statistical inference than simple OLS estimates that make no correction for
endogeneity.
12 We also ran a Breusch-Pagan test of independent errors, a specification test that
is often used for a SUR model. The test examines whether the errors across equa-
tions are contemporaneously correlated. The results confirmed that the errors of
Eqs. (2)e(7) are not independent. In addition, to make sure that SUR was the most
efficient method, the system of equations was estimated using OLS, SUR, and Two-
Stage Least Square (2SLS). A Hausman test suggested that SUR was the most effi-
cient method.
variable in one equation can be a dependent variable in another
equation of the system. Our simultaneous equations model con-
tains Eqs. (2)e(7):

TMi ¼ b0 þ b1FreqMnti þ b2Agei þ b3Modeli þ b4Utrendi
þ b5Uvari þ b6Qinfi þ b7Confi þ b8Missioni
þ b9ðMissioni � UtrendiÞ þ b10ðMissioni � QinfiÞ
þ b11ðMissioni �ModeliÞ þ ui3: (3)

To examine the impact on utilization, we estimated Eq. (3), in
which we controlled for the effects of usage variation, frequency of
maintenance, vehicle age, and model. To test Hypothesis 3b
(moderating impact of mission type on utilization), we also
added the interaction term of (Missioni � Utrendi) to this equation.
Frequency of maintenance is explained by Eq. (4), in which we
control for total mileage and age of vehicle along with its model,
usage trend, and the quality of infrastructure in which the vehicle
had been used. While frequency of preventive maintenance might
increase vehicle total mileage, it also is a function of vehicle total
mileage and age (Engers et al., 2004, 2009). In addition, it might be
affected by vehicle model (Peck et al., 2015) and mission type.
Hence, we took all of these variables into account:

FreqMnti ¼ g0 þ g1TMi þ g2Agei þ g3Modeli þ g4Utrendi
þ g5Qinfi þ g6Missioni þ g7ðMissioni �ModeliÞ
þ ui4:

(4)

As presumed by HumOrg, the accident rate decreases if a vehicle
is used following a decreasing usage pattern. Reasonably, preven-
tive maintenance and mission type are expected to affect the
chance of accident. Hence, we added Eq. (5) to the system as well:

Accidi ¼ d0 þ d1FreqMnti þ d2Agei þ d3Modeli þ d4Qinfi
þ d5Utrendi þ d6Missioni þ d7ðMissioni �ModeliÞ
þ ui5:

(5)

It is likely that vehicles are only kept longer in fleet due to
financial limitations. However, there might be other reasons that
affect vehicle selling age. For instance, usage trend (Engers et al.,
2009), mission type, maintenance, and accident history are some
key variables that affect vehicle sold age. Hence, we included Eq. (6)
in the system:

Agei ¼ x0 þ x1Mnti þ x2Accidi þ x3Utrendi þ x4Missioni
þ x5Modeli þ ui6: (6)



Table 3
Probit regression estimates for vehicle-mission assignment.

Constant (h0) 1.316** (0.454)
Modeli(h1) �1.390** (0.447)
FreqMnti(h2) 0.025*** (0.006)
Model c2ð2Þ 34.31***
Log likelihood �220.17
Pseudo R2 0.07
Number of observations 367

Note: *10%, **5%, and ***1% statistical significance.
Numbers in parentheses show standard deviation.
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Finally, we noted that the usage variation of individual vehicles
might be driven by aggregated demand variation (Pedraza
Martinez et al., 2011) and the level of conflict. Moreover, the us-
age variation of vehicles might increase when they are out of ser-
vice (e.g., for maintenance purposes). This may eventually affect
vehicle utilization and must be taken into account. Consequently,
we specified vehicle usage variation through a separate equation,
Eq. (7).

Uvari ¼ z0 þ z1Dvari þ z2FreqMnti þ z3Agei þ z4Missioni
þ z5Modeli þ z6Accidi þ z7Qinfi þ z8Confi þ ui7: (7)

Hypothesis 4a (the existence of a trade-off between utilization
and residual value) was tested by examining the coefficient a1 in Eq.
(2). Nevertheless, to assess the conditions in which a utilization
versus residual value trade-off was most likely to occur, we ran
another test inspired by the procedure developed by Lapre and
Scudder (2004). We defined TOi as the binary variable indicating
the existence of a trade-off. To compute TOi, we proceeded as fol-
lows. First, we computed TMj as the mean of the total distance
traveled by all vehicles in country j and PDj as the mean of per-
centage of price decline of all vehicles in the same country. In the
second stage, we computed the difference between individual ve-
hicles' price decline and utilization and the average price decline
and utilization in the country of operations. That is, we set
TMij ¼ TMi � TMj and PDij ¼ PDi � PDj. We called these factors
“relative price decline” and “relative utilization.” Then, for every
vehicle observation (vehicle i in country j), we determined whether
(i) the relative price declinewas less than the averagewhile relative
utilization was higher than the average (TMij > 0 and PDij < 0), (ii) a
trade-off occurred (TMij > 0 and PDij > 0 or TMij < 0 and PDij < 0), or
(iii) the relative price decline was higher than the average and the
relative utilization for vehicle i was less than the average (TMij < 0
and PDij > 0). If a trade-off for vehicle i occurred, we set TOi ¼ 1;
otherwise, we set TOi¼ 0. Sincewewere interested in simultaneous
improvement, we removed 197 observations where both TMij < 0
and PDij > 0 and estimated Eq. (8) using a probit regression13:

TOi ¼ q0 þ q1Agei þ q2TMi þ q3Missioni þ q4Accidi þ ui8: (8)
5. Results, discussion, and managerial insights

All models were estimated using STATA 13.1. Results are illus-
trated in Tables 3e5. Table 3, which displays the coefficient esti-
mates for Eq. (1), suggests some counterintuitive results. The
coefficient estimate of the variable Modeli is negative and signifi-
cant; contrary to our initial assumption and to HumOrg's recom-
mendation, this indicates that more reliable and specially equipped
vehicles are allocated to light-duty missions instead of heavy-duty
ones. The results show that about 95% of normal vehicles were
assigned to heavy-duty missions even if a sufficient number of
specially equipped vehicles were available. On the other hand, as
expected, specially equipped vehicles had a smaller chance of ac-
cident compared to normal vehicles (d3 z �1.97), while these ve-
hicles did not receive more maintenance services. Therefore,
standard vehicle-mission assignment policy, if implemented in the
field, might fulfill HumOrg's primary goal. Nevertheless, such a
mismatch may be due to a lack of communication and incentive
misalignment between the HQ and delegations. Such a
13 We identified 236 vehicles with TMij > 0 and PDij < 0, 207 with TMij > 0 and
PDij > 0, 192 with TMij < 0 and PDij < 0, and 197 with TMij < 0 and PDij > 0.
counterintuitive allocation policy has implications for the other
relationship tested as well.

The second column of Table 4 displays the results of the price
decline analysis. As hypothesized, vehicles used for administrative
duties, on average, lose less value than vehicles used for field
missions. An interesting post hoc finding from Eq. (2) is that
specially equipped vehicles lose more value than normal vehicles,
while on average, their mileage upon sale is about 17,000 km less
than that of the normal vehicles. Surprisingly, themagnitude of this
effect is even larger than that of mission type on vehicle resale
value. We discussed our findings with some field managers who
provided interesting insights and helped us to understand the
drivers of such an unexpected allocation policy. Specially equipped
vehicles have stronger suspensions and more sophisticated elec-
tronic devices. However, precisely because their suspensions are
stiffer, these vehicles are not as comfortable for long trips as normal
vehicles and are therefore preferred for short city trips. For the
same reason, normal vehicles have a better reputation in the local
market and therefore sell at a higher price. Furthermore, the su-
perior electronic and communications capabilities of specially
equipped vehicles make them particularly appealing for trans-
porting heads of delegations and other senior staff members. As
such staff members rarely perform field missions, specially equip-
ped vehicles end up being used primarily for city trips.

Taken together, the results of Eqs. (1)e(3) suggest that while the
effect of vehicle-mission mismatch on vehicle utilization is insig-
nificant, its effect on price decline is considerable. The results
summarized in Fig. 3 show that normal vehicles, on average, lose
63% of their value if they are assigned to heavy-duty missions,
while they only lose 34% of their initial value if they are assigned to
appropriate missions (i.e., light-duty).

As HOs currently do not follow the HQ's recommendation, we
conclude that HQ should either change its current purchasing
policy and provide all delegations with only normal vehicles, or
introduce appropriate incentives to make sure its recommendation
is properly followed. We estimate that a different vehicle-mission
assignment policy would save over US$ 8000 per normal vehicle,
while a different procurement policy whereby only normal vehicles
are purchased could save up to US$ 4200 per vehicle. Given the size
of most HOs' fleets, the total savings resulting from such a policy
could easily amount to several million US dollars.

The impact of usage trend on vehicle utilization and residual
value is not completely in line with what was hypothesized
(Hypotheses 3a and 3b). In analyzing the impact of usage trend on
vehicle residual value, the parameters of interest are those that can
be used to compute the direct and indirect effects of usage trend on
a vehicle's price decline. The coefficient a5 in Eq. (2) is the direct
effect of usage trend on the average price decline. As shown in the
second column of Table 4, this parameter estimate is insignificant.
However, estimating the indirect effect of usage trend on price
decline involves estimation of two components, as follows: the
effect of usage trend on sold age (i.e., x3 in Eq. (6)) and the effect of
sold age on price decline (i.e., a2 in Eq. (2)). Combining the two



Table 4
Regression estimatesdseemingly unrelated regression.

Independent variable Dependent variable

Colm. 2
% of Price decline

Colm. 3
Utilization

Colm. 4
Maintenance Freq.

Colm. 5
Accident

Colm. 6
Age

Colm. 7
Usage variation

TMi �0.000*** (0.000) 0.000* (0.000)
Agei 0.650*** (0.067) 397.953*** (114.728) 0.323*** (0.035) �0.016*** (0.003) �11.008*** (2.068)
Modeli 13.543** (4.281) 2427.722 (29697.160) 12.088 (9.960) �1.977* (1.124) �5.651 (4.250) 282.244** (121.980)
Accidi 5.930*** (0.736) �3.767*** (0.888) 25.431 (28.843)
FreqMnti 676.584*** (163.607) 0.071*** (0.006) 1.263*** (0.099) 4.907 (3.613)
Utrendi 0.070 (2.595) �3479.403 (6450.630) �1.817 (1.543) �0.199 (0.159) 7.133** (2.564)
Missioni 10.115*** (2.492) �53488.810 (45704.950) 19.943** (10.067) �1.062 (1.143) �12.036*** (2.572) �83.472 (90.602)
Confi �2061.840*** (325.069) �40.328*** (5.765)
Qinfi �3197.666 (15795.600) 6.301* (3.452) �1.693*** (0.307) �584.563** (263.338)
Uvari 13.997*** (3.134)
Dvari �0.005 (0.049)
Missioni � Qinfi 29474.860* (15327.790)
Missioni � Utrendi 15147.370* (8079.288)
Missioni � Modeli 1186.222 (30253.950) �12.401 (10.098) 1.123 (1.148)
Sudan �17.885*** (3.577)
Ethiopia �30.340*** (3.667)
Georgia �30.183*** (5.129)
Intercept 37.259*** (6.900) 96738.590* (55996.680) �36.240** (12.693) 5.661*** (1.342) 63.033*** (4.873) 3763.527*** (745.076)
Chi-Squared 594.52*** 546.97*** 179.67*** 181.25*** 184.04*** 107.40***
R-Squared 0.63 0.66 0.17 0.35 0.15 0.28
Obs 270 270 270 270 270 270

Note: *10%, **5%, and ***1% statistical significance. Numbers in parentheses show standard deviation.

Table 5
Probability of observing a trade-off: probit regression estimates.

Constant (q0) 2.207*** (0.529)
Agei(q1) 0.013** (0.005)
TMi(q2) �0.000*** (0.000)
Missioni(q3) 0.376* (0.221)
Accidi(q4) 0.885** (0.330)
Model c2 161.39***
Log likelihood �112.66
Pseudo R2 0.41
Number of observations 306

Note: *10%, **5%, and ***1% statistical significance. Numbers in parentheses
show standard deviation.

Fig. 3. Vehicle price decline.

Fig. 4. Impact of usage trend on the utilization and residual value of field vehicles.
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coefficients as a2x3 provides the estimate of the indirect effect of
usage trend on price decline. Therefore, we can conclude that
overall, a decreasing usage trend negatively affects the resale value
of used vehicles. This suggests that, ceteris paribus, following a
decreasing usage trend does not enable HOs to sell vehicles at a
higher price. Therefore, Hypothesis 3a cannot be accepted.

Conversely, the third column of Table 4 indicates that
Hypothesis 3b is supported. Our result shows that indirectly and
through vehicle age, a decreasing usage trend increases vehicle
total mileage, regardless of the vehicle mission type. Nevertheless,
the direct impact on utilization is positive and statistically signifi-
cant only for vehicles used in heavy-duty missions. Yet, the positive
effect is rooted in vehicles' sold age; it only increases utilization if a
vehicle is kept for a longer time in fleet. Fig. 4 summarizes the
average utilization, sold age, and residual value of heavy-duty ve-
hicles used following a decreasing usage versus non-decreasing
usage pattern.

Recall that HumOrg recommends a decreasing usage trend,
primarily for safety reasons. Our result, however, illustrates that a
decreasing usage trend does not minimize the chance of accident
during a vehicle's operational life cycle (coefficient d5). It shows that
vehicles are sold far below the critical odometer threshold.
Therefore, using vehicles according to a decreasing usage trend
does not improve the safety of humanitarian workers because it
does not decrease the likelihood of accidents or mechanical
failures.

The analysis of the utilizationeprice decline trade-off (Table 4,
column 2) provides interesting insights. The insignificant impact of
utilization on vehicle residual value suggests that, on average, there
is no simple trade-off between utilization and residual value.
However, and in accordance with Hypothesis 4b, the occurrence of
such a trade-off strongly depends on vehicle age, mission, and ac-
cident history (see Table 5). While the probability of observing a
trade-off increases with the age of a vehicle (i.e., 0.3%), it is almost
independent of its mileage. Note that the impact of age on total
mileage is very small; on average, for each additional month a
vehicle is kept, its cumulative mileage might increase by about
400 km. These opposite effects are driven by the different approach
used to replace vehicles. The mean of total distance traveled by all
vehicles in our dataset is only 103,526 km. This is close to the
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optimal replacement threshold (100,000 km) recommended by
Pedraza Martinez and Van Wassenhove (2013), but still far below
the critical odometer threshold indicated by the manufacturer.
Note that over 91% of the vehicles in our sample were sold before
their total mileage became large enough to cause wear-out failures
and generate a trade-off. Conversely, unless used intensively, ve-
hicles were kept in the fleet for a long time (almost 7 years on
average), well beyond the recommended replacement age indi-
cated by HumOrg's standard replacement policy (5 years). This is
also beyond the age threshold after which obsolescence starts to
increase the failure rate, thereby generating a trade-off.

The marginal effect of age on trade-off is small compared to the
effect of accident and heavy-duty missions. On average, each acci-
dent increases the chance of trade-off by about 18.1%. In addition,
the probability of avoiding the trade-off for light-duty missions, on
average, is 7.7% greater than that for heavy-duty vehicles. Un-
doubtedly, one way to avoid the trade-off is to minimize the acci-
dent rate. Although we show that an optimal vehicle-mission
assignment might decrease the chance of accident and conse-
quently decrease price decline, our dataset does not provide related
information to investigate the causes of accident or how HumOrg
can decrease its occurrence. Taken together, the results suggest that
another way to avoid a utilizationeresidual value trade-off is to use
vehicles more intensively and replace them sooner. The findings
demonstrate that using a vehicle more intensively does not affect
price decline or maintenance cost. Hence, this policy would allow
HOs to both minimize maintenance costs and maximize residual
value. It is worth noting that such a recommendation applies to all
vehicles, regardless of their mission type. Yet, we should make this
recommendation cautiously as there might be other issues, such as
the workload limitation, nature of missions in the field, and level of
conflict, that prevent delegations from following this policy.

The impact of age, utilization, and mission type on price decline
and maintenance frequency reported in Table 4 indicate that HOs
should reconsider their current vehicle replacement policy. The
results suggest that an optimal replacement policy must take both
age and mileage into account. In addition, the large and negative
impact of mission type on residual value and its effect on frequency
of maintenance suggest that HumOrg should have distinct vehicle
replacement policies based on mission type; a general policy to
replace vehicles after 5 years or 150,000 kmmay not be effective for
all vehicles. Our result consistent with that of Brosh et al. (1975),
which takes both age and mileage into account, while it contrasts
with that of Pedraza Martinez and Van Wassenhove (2013),
wherein the findings lead to the recommendation that the optimal
replacement threshold should be set based on vehicle total mileage
alone.

An interesting post hoc finding is that maintenance services are
not based on vehicle model. This is in sharp contrast with Conlon
et al.'s (2001) argument that the initial quality of a vehicle signifi-
cantly affects the user's decisions when it comes to determining
how to maintain vehicle quality over time. With respect to their
argument, if HumOrg has expended more for the initial quality of
specially equipped vehicles, it is rational for the organization to
protect initial investment through better maintenance. Further-
more, HumOrg purchases specially equipped vehicles because of
their reliability, which can be beneficial for heavy-duty missions. It
is therefore a reasonable assumption that delegations will engage
in maintenance activities consistent with that purpose. In contrast
to this rationale, looking at coefficients g2 and g6 in Eq. (4), vehicles
receive maintenance services based on mission type and age.

Finally, the results reveal that, on average, normal vehicles are
usedmore consistently than specially equipped vehicles. It is worth
noting that the usage variation of all vehicles, regardless of their
mission type does not depend on an increase in demand variation.
This observation makes apparent that, in many delegations, fleet
size might be larger than the actual need.
6. Limitations

By providing a more comprehensive and more nuanced picture
of humanitarian fleet management at the field level, this paper
makes a contribution to the literature on fleet management in
humanitarian development programs. At the field level, where data
availability is extremely limited, and where most HOs do not even
have good visibility of their operations in remote areas, this is one
of the first empirical studies to use objective measures in order to
examine the performance of fleet management policies. Insights
resulting from our analysis can also be a useful input for further
modeling-based research. Yet, similar to many empirical studies,
this research has also some limitations. One limitation of this study
stems from the use of data from a single humanitarian organiza-
tion, although it is very large. Researchers do not necessarily
consider this as a drawback (Fisher, 2007), however, and some
similar studies, such as Pedraza Martinez and Van Wassenhove
(2013) and Conlon et al. (2001), are also based on single-firm
data. On one hand, restricting the scope of our study was useful
in eliminating confounding firm-level effects; at the same time, it
was also a necessary compromise because HOs usually do not have
appropriate systems to collect and register data on their fleets. On
the other hand, although the data used in this study have the virtue
of high reliability and validity, some variables might have been
understated. Second, due to the lack of previous literature related to
the questions discussed in this paper, following Fisher (2007), Flynn
et al. (1990) and Meredith (1998), we developed our hypotheses
based on interviews with practitioners and the literature on com-
mercial fleet management whenever humanitarian literature did
not cover the topic. Third, the purpose of this study is to improve
the performance of fleet through maximizing vehicle utilization
while minimizing asset price decline. Nevertheless, as there are no
true performance measures related to humanitarian fleet man-
agement, we had to employ vehicle utilization as a proxy for de-
mand coverage. Other proxies to evaluate performance of fleet
management that take humanitarian aspects, such as mission
criticality, into account could be very beneficial. These indicators
can still be inspired by those normally used to evaluate commercial
fleet management such as vehicle loading, transportation sched-
ules, and percentage of empty running. Furthermore, as indicated
by Guide and Ketokivi (2015), we should ideally use a panel data
analysis to understand the actual magnitude of the effect of one
variable on another. Due to the limitation of our dataset (for
example, the absence of data showing vehicles' monthly residual
value), we had to convert our data to a cross sectional format, and
therefore, we could not benefit of using a panel data analysis. This
has also led a sacrifice in data granularity: for instance, we lost the
richness of conflict fluctuations over time. One may address these
limitations in future research in order to examine whether the
phenomena we have discussed remain valid in different opera-
tional contexts and for humanitarian organizations with different
fleet management and organizational models.
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